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Intrusion Detection System (IDS) is an important and necessary component in ensuring

network security and protecting network resources and network infrastructures. How to

build a lightweight IDS is a hot topic in network security. Moreover, feature selection is

a classic research topic in data mining and it has attracted much interest from researchers

in many fields such as network security, pattern recognition and data mining. In this paper,

we effectively introduced feature selection methods to intrusion detection domain. We

propose a wrapper-based feature selection algorithm aiming at building lightweight

intrusion detection system by using modified random mutation hill climbing (RMHC) as

search strategy to specify a candidate subset for evaluation, as well as using modified

linear Support Vector Machines (SVMs) iterative procedure as wrapper approach to obtain

the optimum feature subset. We verify the effectiveness and the feasibility of our feature

selection algorithm by several experiments on KDD Cup 1999 intrusion detection dataset.

The experimental results strongly show that our approach is not only able to speed up the

process of selecting important features but also to yield high detection rates. Furthermore,

our experimental results indicate that intrusion detection system with feature selection

algorithm has better performance than that without feature selection algorithm both in

detection performance and computational cost.

ª 2009 Elsevier Ltd. All rights reserved.
1. Introduction In general, IDS deals with huge amount of data which
Intrusion detection system (IDS) plays a vital role in detecting

various kinds of attacks and it is a valuable tool for the

defense-in-depth of computer networks. Network-based IDS

looks for known or potential malicious activities in network

traffic and raise an alarm whenever a suspicious activity is

detected.
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contains irrelevant and redundant features causing slow

training and testing process, higher resource consumption as

well as poor detection rate. Feature selection is one of the key

topics in IDS. For example, in many pattern classification

tasks we are confronted with the problem that we have a very

high dimensional feature space. Some of these features may

be irrelevant or redundant. Removing these irrelevant or
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redundant features is very important because they may

deteriorate the performance of classifiers. Furthermore, by

choosing the effective and important features, we can

improve the classification mode and improve the classifica-

tion performance. Feature selection involves finding a subset

of features to improve prediction accuracy or decrease the size

of the structure without significantly decreasing prediction

accuracy of the classifier built using only the selected features

(Koller and Sahami, 1996).

Methods for feature selection have been essentially divided

into two categories: filter methods and wrapper methods

(Kohavi and John, 1997). Wrapper methods use the actual

classifier, and its resultant probability of error, to select the

feature subsets. The feature selection algorithm is wrapped

inside the classifier. Filter methods analyze features inde-

pendent of the classifier and use ‘‘goodness’’ metric to decide

which features should be kept. Because the classification

results can be used as a metric, wrapper methods generally

perform better than filter methods. Wrapper methods involve

some more computational complexity and require more

execution time than the filter methods due to retraining

a classifier for each new set of features. In order to get a better

performance with less computational complexity, some

researchers have proposed hybrid feature selection methods

which combine wrapper and filter methods. However, the

performance of the hybrid methods is far from perfect. In this

paper, we adopted several methods to improve the wrapper

method to solve the computational complexity.

Therefore, in this paper, we firstly introduce a random

search method named random mutation hill climbing (RMHC)

which can be enhanced in terms of its speed by adopting

methods from simulated annealing. In addition, for evalua-

tion criterion, we secondly propose a novel evaluation crite-

rion based on modified linear SVMs for feature selection.

Moreover, we apply them to building a lightweight intrusion

detection system and examine the feasibility and effective-

ness of our feature selection algorithm by conducting several

experiments on KDD (Knowledge Discovery and Data mining)

Cup (1999) intrusion detection dataset.

The rest of this paper is organized as follows. We outline

the related work about our methods in Section 2. Section 3

discusses the feature selection based lightweight IDS in detail.

We report our experimental results in Section 4 and conclude

our work in Section 5.
2. Related work

Lightweight IDS can be implemented through an efficient

feature selection method, but it is a very difficult problem.

There are two important parts in feature selection, one is

the search strategy, and the other is the evaluation

criterion.

For search strategy, Jain and Zongker (1997) found that

the heuristic methods (forward sequential search) perform

best in large datasets, while Kudo and Sklansky (2000)

observed that the random methods (genetic algorithms) are

most effective in solving large-scale problems (Jain and

Zongker, 1997; Kudo and Sklansky, 2000). However, for

large-scale feature selection problems, these popular
methods cause too much heavy computational cost espe-

cially for practical training times.

For evaluation criterion, support vector machines (SVM)

has become a popular tool in recent years due to its remark-

able characteristics such as the absence of local minima, the

sparse representation and good generalization ability. Weston

(Grandvalet and Canu, 2003) introduced a method of the

feature selection for SVMs based upon finding those features

which minimize bounds on the leave-one-out error. Grand-

valet (Cao et al., 2003) introduced an algorithm for the auto-

matic relevance determination of input variables. Guyon

(Guyon et al., 2002) utilized SVMs methods based on Recursive

Feature Elimination (RFE) for gene selection. These applica-

tions have illustrated new aspects of the applicability of SVMs

in the field of feature selection. As a kind of classifier for IDS,

SVMs (Vapnik, 1995) are still outperformed by many standard

classifiers in terms of its classification-speed. Recent work on

SVM classification speed up mainly focused on the reduction

of the decision problem: a method called RSVM (Reduced

Support Vector Machines) was proposed by Lee in (Lee and

Mangasarian, 2001). RSVM preselects a subset of training

samples as SVMs and solves a smaller Quadratic Program-

ming problem. Moreover, Kim and Park (Kim et al., 2005; Park

et al., 2005) and Makkamala et al. (Ribeiro, 2005) proposed

a method to optimize parameters of kernel function in SVM.

All these methods yield good improvements, but they are

fairly complex and computationally expensive. In this paper,

we will use a classification method based on a decision tree

(Arreola et al., 2006; Amor et al., 2004) whose nodes consist of

linear SVMs. The classification method was endorsed by the

work of Bennett et al. (2000) that experimentally proved that

inducing a large margin in decision trees with linear decision

functions improved the generalization ability.
3. Feature selection based lightweight IDS

3.1. Overall lightweight IDS architecture

The overall flow of our approach is depicted in Fig. 1. The

approach starts the search from a subset S0 which is

evaluated by modified linear SVMs. The metric of the

evaluation is qbest, which represents the best feature subset

Sbest. After initialing the values of Sbest and qbest, the

approach goes into an iterative procedure. In each iteration,

generated feature subset S is compared by previous best

subset Sbest. If S is better than Sbest, it is assigned as Sbest. In

this process, each subset S generated by modified RMHC is

evaluated by modified linear SVMs in an iterative way. If q

is higher than qbest, it is assigned as qbest and the approach

goes forward. The approach stops if a predefined stopping

criterion d is reached or when maximum number of iterate

is reached. Sbest is returned as the optimal subset of

features. In next phase, only the selected feature subset

Sbest is used to build detection system which will be eval-

uated on testing dataset in terms of testing time, true

positive rate and false positive rate. In this paper, we used

a decision tree (Arreola et al., 2006; Amor et al., 2004)

whose nodes consist of linear SVMs as classifier to build

lightweight IDS.
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Fig. 1 – Illustration of intrusion detection system based on a wrapper method of feature selection.
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3.2. Modified RMHC (random mutation hill climbing)
method

Random mutation hill climbing is a member of the family of

random search optimization tools that include methods such

as simulated annealing, random mutation, and genetic algo-

rithms (Skalak, 1994). Random search algorithms derive their

power from the ability to search the optimization space in

a random manner, which makes them inherently immune to

local minima. The difficulty of the random methods is that the

randomness must be controlled to ensure the method

converges, while allowing it to be free enough to allow

‘complete’ coverage of the overall search space.

For the random mutation hill climbing algorithm, the

complete set of features is represented by a binary string of

length N, where a bit in the string is set to ‘1’ if it is to be kept,

and set to ‘0’ if it is to be discarded, and N is the original

number of features (Skalak, 1994). The key free parameter to

set when using an algorithm such as random mutation is the

number of bits, M, that are allowed to randomly change at

each iteration. The most conservative approach is to only

allow a single bit to change per pass (Skalak, 1994). The algo-

rithm operates as follows:

Step (1): Initialize a binary string, S, of length N, where M

features are marked as used,‘1’ and the remaining N–M are ‘0’.

Step (2): Test binary string, S, for fitness F(S ) using the prob-

ability of correct classification.

Step (3): Randomly mutate M bits in the binary string, S.
Step (4): Return to step (2) and continue until either the fitness

goal isreached orthemaximumnumberof iterations isreached.

Since this is a wrapper algorithm, the definition of the

fitness function for the basic method is simply the classifica-

tion error:

FðSÞ ¼ PerrorðSÞ (1)

where S is the set of currently utilized features.

Then, we modify the RMHC to enhance its speed and

improve its dimensionality reduction ability. We adopt

a method that is loosely motivated by simulating annealing

where a system is cooled over time (Kirkpatrick et al., 1983).

We implement this concept of cooling by reducing the number

of features that can be mutated at each iteration. This allows

us to get the benefit of rapidly changing the mix of the features

in the early iterations, and then more slowly changing the set

of features as the system converges to a solution. The number

of features to mutate at any iteration is:

M ¼ Mmax �min

�
ðImax � icurrentÞ

Imax
;PerrorðSÞ

�
(2)

where Mmax is the maximum allowed value for the number of

features to mutate, Imax is the maximum number of iterations,

icurrent is the current iteration, and Perror(S ) is the current error

rate.

The definition of the fitness function is also required for

random mutation hill climbing. Since this is a wrapper algo-

rithm, the fitness function must be a function of the
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classification accuracy. It is worth noting that the fitness

function should also be a function of the number of features

remaining or else there will be no explicit incentive to reduce

the number of features. A natural fitness function is then:

FðSÞ ¼ a$PerrorðSÞ þ ð1� aÞ$jSj
N

(3)

where N is the original number of features, S is the current set

of features, jSj is the cardinality of S, and 0� a� 1 is the rela-

tive weighting factor between dimensionality reduction and

error rate. Thus, this fitness function is the weighted average

of the classification error and the fraction of the features used.

The goal in the random search is to drive both of these values

to zero simultaneously, but at some point there is clearly

a trade-off between dimensionality reduction and error rate.

The parameter a is set based on how aggressively the algo-

rithm reduces the number of features. A larger a encourages

the final solution to be based more on the resultant classifi-

cation error, and a smaller a encourages the final solution to

use fewer features at the expense of classification accuracy.

3.3. Modified linear SVM (support vector machines)

Linear SVMs introduced by Vapnik (1998) has been shown to

have good performance over real applications. Given the

training data fðxi; yiÞgl
1 with input data xi˛Rn and the corre-

sponding binary class label yi˛{�1,1}. The goal of SVM is to find

an optimal hyperplane that separates two classes such that

the hyperplane is the farthest away from the closed training

vectors of each one class. Often, the hyperplane can be

obtained by solving the following equation:

min1
2Cu;uD

yiðCu; xiDþ bÞ � 1; i ¼ 1;.; l:
(4)

where (u,b)˛Rn� R and C., .D is the inner product of two vectors.

When data cannot be perfectly separable, a penalty term

C
Pl

i¼1 xi is added to the objective function in Equation (4),

where C is a positive number. Accordingly, the linear SVMs is

to solve the following problem:

min1
2Cu;uDþ C

Pl
i¼1 xi

yiðCu; xiDþ bÞ � 1� xi; i ¼ 1;.; l; xi � 0; i ¼ 1;.; l
(5)

Equation (5) can be solved in the dual space of Lagrange

multiplies ai� 0,i¼ 1,.,l. In such a case, Equation (5) can be

translated into

maxWðaÞ ¼
Pl

i¼1 ai � 1
2

Pl
i¼1 yiyjaiajCxi; xjDPl

i¼1 yiai ¼ 0; xi � 0; i ¼ 1;.; l
(6)

After ai, b are obtained, the following decision function is

defined as follows:

fðxÞ ¼ sgn

 Xl

i¼1

aiyiCxi; xDþ b

!
(7)

Note that although there are l training samples in Equation (7),

only the samples with ai> 0 play a role in the decision func-

tion. The samples with ai> 0 is called support vectors.

Motivated from that the kernel matrix can be learned from

data via semidefinite programming (SDP) techniques, we

apply the generalized performance measure introduced by
Lanckriet for feature extraction in this section. In (Lanckriet

et al., 2004), Lanckriet et al. developed the following general-

ized performance measure for choosing kernel parameters.

min
k˛K

max
a

2aTe� aTdiagðYÞk diagðYÞa
aTy ¼ 0; traceðkÞ ¼ c;C � a � 0

(8)

where k is a linear combination of different kernel matrices

such as Gaussian kernel, polynomial kernel, dia-

g(Y )¼ diag( y1,y2,.,yl), y¼ ( y1,y2,.,yl), e¼ (1/1). Note that the

Gram matrix k in linear support vector machines can be

denoted as a linear combination of dimensions of features. In

other words, there exists

k ¼
h

«
Cx1 ;x1 D

Cxl ;x1D

«
/

/
«

Cx1 ;xl D

Cxl ;xlD

i
(9)

Furthermore, inspired by the idea of feature selection in

Lanckriet et al. (2004), we introduce the weights bi(i¼ 1,.,l ) in

the Gram matrix k. In such a case, Equation (9) can be trans-

formed into

k1 ¼ b1ðx11;.; xl1Þðx11;.; xl1ÞTþ/bnðx1n;.; xlnÞðx1n;.; xlnÞT

¼
Xn

i¼1

bnyiy
T
i

where yi¼ (x1i,.,x1n)T.

It is obvious that the ith feature is removed if bi¼ 0. The

bigger bi, the more important the corresponding ith feature.

Note that the condition bi� 0 is imposed such that the matrix

k1 is positive semidefinite. In such a case, we rewrite Equation

(8) as follows:

min
bi

max
a

2aTe� aTdiagðYÞ
Pn

i¼1 biyiy
T
i diagðYÞa

aTy¼ 0;C � a � 0: trace

�Pn
i¼1 biyiy

T
i

�
¼ c; bi � 0ði¼ 1;.nÞ:

(10)

Applying the similar idea in Lanckriet et al. (2004), we can

recast Equation (10) as a semidefinite program. A general-

purpose program such as SeDuMi (Wolf, in press) or SDPT3

(Amor et al., 2004) can be used to solve these problems.

Furthermore, note that k1 is a linear combination of rank-one

matrices biyiy
T
i . Equation (10) can be transformed into the

following form:

max
a

2aTe� ct

aTy ¼ 0;C � a � 0: trace

�Pn
i¼1 biyiy

T
i

�
¼ c;

t � ðdiagðYÞyiÞ2; i ¼ 1;.n: bi � 0ði ¼ 1;.nÞ (11)

It is obvious that Equation (11) belongs to the quadratically

constrained quadratic programming (QCQP), which is a special

form of SDP. The QCQP can be solved by MOSEK optimization

software. After Equation (11) is solved, the dual variables

bi(i¼ 1,.n) can be easily obtained. Note that if strong duality

holds, the optimal values for bi(i¼ 1,.n), aj( j¼ 1,.l ) are simul-

taneously obtained. However, when the optimal values

aj( j¼ 1,.l ) are obtained, we can see that Equation (11) is a linear

programming problem with respect to bi(i¼ 1,.n) under the

assumption that aj( j¼ 1,.l ) are fixed. It is shown that the

optimal values bi(i¼ 1,.n) are extreme points in linear

programming. Therefore, in such a case, only a feature is adop-

ted, which is often not reasonable for feature extraction. It also



Table 2 – Time of selecting processes for different feature
selection algorithms.

Feature selection algorithm ALL
(h)

DOS
(h)

PROBE
(h)

R2L
(h)

U2R
(h)

Search
strategy

Evaluation
criterion

RHMC Modified Linear

SVMS

1.3 0.5 4 1.5 1.5

Modified

RHMC

Modified Linear

SVMS

0.8 0.3 3.2 1.1 1.0
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shows from a theoretical viewpoint the reason that only a kernel

matrix is adopted when a linear combination of different kernels

in 1-norm support vector machines is applied. The detailed

experimental results can be found in Lanckriet et al. (2004).

Since only choosing a feature is not reasonable in general

cases, we modify Equation (10) in terms of Wolf idea in Wolf

(in press) and change the constraint traceð
Pn

i¼1 biyiy
T
i Þ toPc

i¼1 bibi ¼ 1. The constraint
Pc

i¼1 bibi ¼ 1 has been success-

fully applied in Wolf (in press) and has been shown the exis-

tence of sparsity in feature selection for unsupervised

inference. Accordingly, we have the following equation.

min
bi

max
a

2aTe� aTdiagðYÞ
Pn

i¼1 biyiy
T
i diagðYÞa

aTy ¼ 0;C � a � 0Pn
i¼1 bibi ¼ 1;bi � 0ði ¼ 1;.nÞ:

(12)

In such a case, Equation (12) is a minmax problem. Often

the interior-point methods can be used to handle this class

of problems. However, note that when the dimensions of

features are high and the number of samples is large, the

interior-point methods for solving this minmax problem

are still computationally expensive. To this end, we resolve

to the iterative algorithm for handling Equation (12). For

fixed bi(i¼ 1,.n), classical SVM algorithm can be used for

solving Equation (12). For fixed aj( j¼ 1,.l ), Equation (12)

belongs to quadratically constrained quadratic program-

ming, which can be solved by SEMOK optimization soft-

ware. But, in the following, we will provide an efficient

approach for obtaining bi(i¼ 1,.n). Assume that

aj( j¼ 1,.l ) are given. We can obtain the following

Lagrange equation from Equation (10).

LðbiÞ ¼ 2aTe� aTdiagðYÞ
Xn

i¼1

biyiy
T
i diagðYÞaþ l

 Xn

i¼1

bibi � 1

!

(13)

Note that we do not add the constrains bi� 0(i¼ 1,.n) in

Equation (13). Setting the derivate of Equation (13) with

respect to bi to zero, we can obtain

2lbi ¼ aTdiagðYÞyiy
T
i diagðYÞa (14)

Applying Equation (14) and
Pc

i¼1 bibi ¼ 1, we have

bi ¼
aTdiagðYÞyiy

T
i diagðYÞa

normðBÞ ði ¼ 1;.nÞ (15)
Table 1 – Selected feature subsets for ALL attacks, DOS,
PROBE, R2L and U2R.

Attack
type

Selected features

ALL Service, src_bytes, count, dst_host_count

DOS Protocol_type, src_bytes, count,dst_host_

same_srv_rate

PROBE Duration, service, src_bytes, dst_bytes, count,

dst_host_diff_srv_rate

R2L Duration, service, src_bytes

U2R Duration, service, src_bytes, root_shell, dst_host_count
where B ¼ ðaTdiagðYÞy1yT
1diagðYÞa;.;aTdiagðYÞynyT

ndiagðYÞaÞ
and norm(B) denotes 2-norm of vector B. Note that bi is

required to not be smaller than zero. Fortunately, we can see

that the matrices diagðYÞyiy
T
i diagðYÞði ¼ 1;.nÞ are positive

semi-definite. Therefore, aTdiagðYÞyiy
T
i diagðYÞa � 0ði ¼ 1;.;nÞ

hold. As a result, the condition bi� 0 are satisfied. As

a summary of the above discussion, we state the proposed

method as follows.

Step (1): Initialize bi(i¼ 1,.n) to some values;

Step (2): using a standard SVM algorithm to obtain aj( j¼ 1,.l );

Step (3): update the parameters bi(i¼ 1,.n) by Equation (15);

Step (4): Go to step 2 or stop when the optimal values are

obtained or the maximal number of iterations is reached.

Theoretically speaking, the above iterative algorithm is local

optimal.
4. Experimental results

As our experimental dataset, the KDD Cup (1999) dataset was

collected at the MIT Lincoln Lab to evaluate the proposed

intrusion detection systems using feature selection algorithm,

and the dataset contains a wide variety of intrusions simu-

lated in a military network environment. It contains NORMAL

data and 24 different types of attacks that are broadly cate-

gorized in four groups such as PROBE, DOS (Denial of Service),

U2R (User to Root) and R2L (Remote to Local).

In the experiments, we firstly utilized our feature selection

algorithm to select important features for each type of the

previous discussed attacks, and then built lightweight intru-

sion detection systems using these selected features. For each

type of attacks, we compared the intrusion detection systems

using selected features with those using all 41 features and

evaluated their performance in detecting known attacks and

new attacks. All experiments were performed in a Windows

platform having configurations Intel(R) Pentium(R) processor

1.73 GHz, 512 Mb RAM.
Table 3 – Average time of building and testing processes
with all features and selected features for ALL attacks.

d ALL DOS PROBE R2L U2R

Building time(s) All features 78 136 245 317 193

Selected features 36 41 123 35 85

Testing time(s) All features 18 22 49 55 50

Selected features 8 9 29 8 18



Fig. 2 – ROC curves for all attacks detection.
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4.1. KDD1999 intrusion detection dataset preprocess

We have preprocessed the KDD Cup (1999) labeled training

dataset to form five separate datasetdNORMAL, DOS,

PROBE, R2L and U2R. The dataset totally contains 494021

instances, among them, 97278 (19.69%) instances are

normal and the other 396743 (80.31%) instances belong to

the attacks. It contains 22 different types of attacks that are

broadly categorized in four groups (PROBE, DOS, U2R and

R2L). To perform our experiments, we constructed five

independent training datasets sampling from KDD Cup
Fig. 3 – ROC curves for D
(1999) intrusion dataset. We combined 97278 normal

instances with 391458 DOS instances, 4107 PROBE

instances, 1126 R2L instances and 52 U2R instances

respectively, and then we sampled four datasets which

have 11701 instances, from the above four combined data-

sets by uniform random distribution so that the distribution

of the datasets should remain unchanged. In addition, we

also sampled one dataset which have the same 11701

instances, from the total training dataset in KDD1999 by

uniform random distribution. Each of the five sampled

dataset consists of 41 features.
OS attack detection.



Fig. 4 – ROC curves for PROBE attack detection.
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Moreover, in order to evaluate the performance of our

approach in detecting known attacks and new attacks, we

further preprocessed the KDD Cup (1999) labeled test dataset to

form two datasetsdknown attacks and new attacks for each

type of attacks. The test dataset contains total 311029

instances, there are 229853(73.9%) instances belonging to DOS

attacks and nearly 2.9% instances of them have new attacks,

which do not appear in our training dataset. For each type of

attacks, we sampled two different datasets from KDD Cup

(1999) test dataset. One is for known attacks, and the other is for
Fig. 5 – ROC curves for R
new attacks. These sampled test datasets were used for eval-

uating the proposed lightweight intrusion detection systems.

The overall structure of our approach is depicted in Fig. 1.

We designed several experiments based on Fig. 1 to examine

the effectiveness of our approach. Our approach consists of

two components: our feature selection algorithm which

includes modified RMHC and modified linear SVMs, and the

classifier algorithm that was used for building intrusion

detection systems. In this paper, we used a classification

algorithm (Arreola et al., 2006) based on a decision tree whose
2L attack detection.



Fig. 6 – ROC curves for U2R attack detection.
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nodes consist of linear SVMs. Firstly, we selected the best

feature subsets by using our own feature selection algorithm

through the above five sampled training datasets. Secondly,

for each sampled training dataset, we built intrusion detection

systems using all 41 features and selected features respec-

tively. The detailed experimental results will be discussed in

next section.

4.2. Experimental results and analyses

We used our feature selection algorithm to select the best

feature subsets for all attacks, DOS, PROBE, R2L and U2R, and

the selected feature subsets were depicted in Table 1. The

detailed descriptions of these selected features given in the

second column in Table 1 are introduced in KDD Cup (1999)

dataset. It is clear that after our feature selection methods, the

useful feature subsets for each type of the attacks are greatly

reduced.

As was mentioned earlier, feature selection algorithm has

two main components: search strategy and evaluation crite-

rion. Therefore, in order to test our search strategy modified

RHMC, we conducted several experiments to compare the

time of selecting processes between modified RHMC and

RHMC. Table 3 shows the consuming time of feature selecting

processes using two different feature selection algorithms for

five types of attacks. It demonstrates that for search strategy,

modified RHMC has the fastest process speed. For U2R attacks,

the processing time of RHMC is 1.5 h, and that of modified

RHMC is only 1 h, nearly 50% faster than RHMC.

After selected five best feature subsets by using our own

feature selection algorithm, we then built several intrusion

detection models on the sampled training datasets using the

above five feature subsets and all 41 features. For each

sampled training dataset, we built intrusion detection models

and then compared the models using only the selected feature

subset with those using all 41 features in several aspects:
average building time, average testing time, as well as ROC

(Receiver Operating Characteristic) curves of detecting known

attacks and new attacks. The average building time and

testing time of the models were showed in Table 3. Through

Table 2, we can see that in each type of attacks, the model with

selected features has the smaller building time and testing

time than that with all 41 features. Especially for R2L attacks,

the average building time for all features is 317 s, and that for

selected features is only 35 s, nearly saving 90% computa-

tional cost. The obviously smaller building time and testing

time for these models with selected features strongly

demonstrate that feature selection algorithm can help build

lightweight intrusion detection system. In the following, we

will further introduce the detection rates of models with

selected features and all 41 features in terms of detecting

known attacks and new attacks.

Many researchers have focused on improving detection

rates of intrusion detection systems through proposing effi-

cient classifiers, and it is a very difficult problem. Few people

care about feature selection algorithm in intrusion detection

systems. In this paper, we put forward a new feature selection

algorithm aiming at building lightweight intrusion detection

system. In order to prove an intrusion detection system

combined with our feature selection algorithm has higher

detection rates than that without feature selection algorithm

in detecting known attacks and new attacks, we also per-

formed several experiments to compare the two different

intrusion detection systems. The comparisons were depicted

in Figs. 2–6.

In Fig. 2, we considered all attacks as a whole, and built two

types of intrusion detection system, one type was built using

all 41 features, and the other was built using selected features.

For each system, we adopted two test datasets: one dataset

contains known attacks which have the same attacks as that

in the sampled training dataset, and the other dataset

contains new attacks which do not appear in the sampled
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training dataset. Through Fig. 2, we can see that intrusion

detection systems with selected features have higher ROC

scores than those with all 41 features in terms of detecting

known attacks and new attacks. Moreover, for detecting new

attacks, systems with selected features have much higher

ROC score than those with all features.

In Fig. 3, we only evaluating the effectiveness of our

proposed methods in detecting DOS attacks, and compared the

systems using selected features with those using all features in

detecting known attacks and new attacks. We can clearly see

thatwhen detecting new attacks, systems with selected features

have higher true positive rates than those with all features.

From Fig. 4 to Fig. 6, we continued to conduct the same

comparisons as those with DOS attacks. Fig. 4 presents the

ROC curves for detecting PROBE attacks, Fig. 5 for R2L attacks

and Fig. 6 for U2R attacks. In Fig. 4, although systems with

selected features have lower true positive rates in detecting

new attacks than those with all features in some parts, as

a whole, they have higher ROC score. Figs. 5 and 6 also show

that systems with feature selection algorithm have higher

ROC score than those with no feature selection algorithm in

detecting known attacks and new attacks.
5. Conclusions

Existing studies to build lightweight IDS have proposed two

main approaches: parameters optimization of classification

algorithms and feature selection of audit data. In this paper,

we proposed a novel wrapper-based feature selection algo-

rithm to build lightweight IDS. Our feature selection algorithm

consists of search strategydmodified RMHC and evaluation

criteriondmodified linear SVMs. We adopted modified RMHC

to speed up the wrapper method to solve the computational

complexity. In order to select a best subset of features for

classifier, we adopted modified linear SVMs to evaluate the

selected subset. We developed a series of experiments on KDD

Cup (1999) intrusion detection dataset to examine the effec-

tiveness of our feature selection and its efficiency in building

lightweight IDS. The experiment results show that our

approach is not only able to speed up the process of selecting

important features but also to yield high detection rates for IDS.

In our future work, we will further improve our feature

selection algorithm on search strategy and evaluation crite-

rion to help build efficient and lightweight intrusion detection

system.
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