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I’m not really interested in getting another bike. Sure, it would be nice, but as long as my 1987 K100LT runs, I’ll ride it. I’m not the next person in the family in line to change vehicles, so even though my bike doesn’t look very good because the bike is missing the lower fairings and doesn’t have any saddlebags, it has been fairly reliable since I purchased it last summer for $1500, and that makes changes tough to justify.  Nevertheless, in the interest of planning for the time when my bike doesn’t start in the morning, it might be useful to know what sort of bike I might replace it with.  As a result, I’ve been watching the BMW bike portion of ebay for K100s (K1100s, K1200) in various dress.

My motivation to budget for a bike suggests that I’m mostly interested in a prediction model.  The idea is that I would know what sort of bid is appropriate when I identify a bike on ebay that might be what I like and wish to appropriate family funds for.  However, while it’s true that I’m interested in prediction of bids, I’m also interested in an explanation of how elements in a bike are valued by buyers.  Obviously, I can’t see inside buyers, but I’ll feel satisfied if I can produce a statistical model that uses plausible facts about the bike to produce bids that mimic the actual bids.  As a result, my motivation for some of what I do is going to flip-flop back and forth between those two desired end results. 

Alternatives to developing this model would involve (1) inspecting want-ads for sell-side amounts, (2) looking at ebay prices until I have a good intuitive feel, (3) looking at a Blue Book, or (4) calling my credit union to ask what the loan value of a bike was. I think each of these is less informative about the actual numbers required to get a bike, compared to what I’ve done.  Plus, crunching numbers the way I did it provided me a lot more enjoyment.

The Data

I collected ending bid information for 119 K100 (K1100/ K1200) bikes that were recently put up for bid on ebay.  I noted the mileage, year, whether it was an LT or some other form, and whether the price resulted in a sale versus the reserve price was not met.  Two bikes got deleted to reduce the sample to 117 bikes. The bikes that got deleted were a bike with a trailer, and a bike that had 271,000 miles on it.  The bike with the trailer had a high bid of $18,000.  The bike-with-trailer was really cool, but it didn’t seem to fit my immediate interest, so I omitted it. The bike with 271,000 miles had more than double the mileage of the next bike, so I deleted it also.  As a result, the following results are provided for 117 bikes.

Here are some points to keep in mind as I looked at the data:

· I left off several bikes that were wrecked, the auction terminated early, there were no bids, or some other feature made it obvious that the bid price would not help me know what a reasonable price would be for a bike.   While I did not systematically check bikes with no bids, I noticed at one point, when I had 21 bikes with closed auctions on my screen, that 6 had no bids.  That’s almost 29 percent.  My intuition is that the 29 percent figure is high and that, overall, a smaller percent of bikes than that leave ebay with no bids.  Nevertheless, I did not record bikes with no bids. I will use the terms price, bid, and ending bid interchangeably.

· For the observations I included, the price is the ending bid.  The ending bid is not necessarily a market clearing price, because the reserve price may not have been met, so the bike may not have been sold. The ending bids are ending buy-side offers.  I compare my final results with the subsample that sold.

· It’s possible that a particular bike could be included twice because sometimes a bike does not sell and the seller immediately puts the bike back up for sale.  This happened once. The values of the independent variables for that pair of observations are not independent, but the ending bids are.

· It’s also possible that even if the reserve price was not met, that the high bidder and the seller arrived at some side agreement that split the difference between the reserve and the high bid.  I wouldn’t have known about those sorts of arrangements.  This has been taking place outside of ebay for several years, but it’s been institutionalized within ebay with the Second Chance Offer feature.  If the agreement were to happen out of my sight through the Second Chance Offer, my price and my variable coding whether the bike sold or not would contain error.

· I also ignored geography, except that the bike should be located in the US.  Given my particular limited time period, I probably did not have bikes and bidders evenly spread though the US.  As a result, a bidder may have passed up a bike that was out of his geographic area, while bidding up bikes in his geographic area.  This would leave my model with an omitted variable for explaining prices.

· I only noted whether a bike was an LT or not.  The relevant distinction might be LT/RS versus some other model.  Alternatively, perhaps I should have noted whether the bike was an LTC versus all other models, because I think there are a variety of LT versions that have a variety of retail prices.  These differences might be reflected in different ending bids that I failed to capture.

· I did not consider whether the bike was coming from a dealer or an individual.  It’s not always possible to tell, and so I ignored it even when I could tell.  Dealers may set higher reserve prices, so the reserve price, hence the likelihood of a sale, is different between dealers and individuals. It isn’t clear that this would affect how a bidder bid, but I suppose it’s possible.  For a few bikes near the end of the data collection, I noted whether a dealer was selling the bike, but I did not collect the information for all observations.

· I applied some standard statistical procedures to the data.  Some people might view each bidding situation as a case with a number of idiosyncratic features to which I was not party, or that I ignored. As a result, they would conclude that what I did was inappropriate.  Remember the joke about the plural of anecdote being data.

· I did not track who was bidding on bikes over time.  This is why it might matter:  when Joe (for example) finally buys a bike, he exits the market, and when/if Bob enters the market next as a potential buyer replacing Joe, Bob is not likely to have the same interest in bikes, the same disposable income, and any other features (geography?) that allowed Joe to make the bid he did.  It’s perhaps possible to know a little bit about particular bidders (for example, whether they are patient, what their geographic interests are, etc), but I didn’t collect that sort of information.

· I assumed the description given for the bike accurately reflected the input to people’s bidding process.  Here’s what I mean.  Suppose the odometer on an ’85 bike had broken in 1990 and was replaced.  The mileage reported on ebay may include the mileage from the first odometer or it may not.  Whichever is the case, I assumed that the mileage reported was what bidders used to decide their bid.  

With those points in mind, here is what I found. 

Profile of the data

Table 1 presents some summary information.  The average bike was a little over six years old.  A 2003 model is zero years old, so a six-plus year-old bike is a 1996-plus model.  Forty-seven percent of the bikes were LTs, and, shockingly to me, only 43 percent of bikes sold.  Bikes averaged 23,212 miles, but the spread was from zero to 115,000 miles.  A quick division suggests that the average bike was ridden in the ballpark of 3,667 miles per year.  Because I believe there has been recent interest in odometers, and the number of miles a K bike gets ridden (and has the potential to be ridden), I will include a complete discussion of the cumulative distribution of miles per year in a separate paper. The ending bids averaged $8,137, with a spread from $2,000 to $16,800.  Recall that I dropped two bikes because they were outliers: there was a price outlier ($18,000) due to the trailer, and there was a mileage outlier (an 18 year-old bike with 271,000 miles).

Figure 1 presents the distribution of ages of bikes.  The largest number of bikes represented is the three year-old bikes, with 18 bikes.   There are relatively fewer bikes represented in the five through 17 year-old categories, but then there is a cluster of 18 year-old bikes (10 bikes).  The year, 13, is not on the graph because there were zero 13-year old bikes.

Table 2 shows that price, age, and miles are correlated.  Price is negatively related to age and miles. As age increases, price decreases.  The same effect holds for miles and price.   If that were not true, then there would be something very odd about the data!  Taken individually, age explains 77 percent (-0.882 = 0.77) of the variation in price, and mileage explains 49 percent (-0.702 = 0.49).  

Age and miles are related, as we probably expect.  The correlation coefficient is 0.62.  This results in a common effect on pricing of age and miles.  That is, from my view as an outsider to this set of data, there is a component in price that is the common effect of either age or mileage, and it’s a bit arbitrary to attribute it to one or the other. 

Age and/or mileage are likely to be the most important determinants of price.  As a result, it’s worth looking at a picture of the relation, rather than just the summary correlations.  The danger of looking at pictures is the Rorschach-effect of seeing things that may not be there. The advantage is complete disclosure.  Later, I’ll try to make some statements about the boundaries of the age and mileage effect.

Figures 2 and 3 plot the price against Age and Mileage, respectively.  Both pictures confirm the negative relationship.  To my eye, the pictures also confirm the Table 2 observation that age sorts the prices a bit more orderly than mileage. In Table 2, price and age have a higher correlation than price and mileage, and the pictures seem to confirm that a more orderly relation exists between price and age than between price and mileage.

Figures 2 and 3 also prompt me to believe that the relations are non-linear.  This makes sense for at least two reasons: first, common wisdom is that market value drops more rapidly in the early years of holding a vehicle than in later years, resulting in a nonlinear relation; second, prices are probably required to be non-negative, hence a negative relation cannot continue indefinitely (because that would drive the price negative eventually).  I suppose that if I were selling a bike a negative price could be defined as me having to pay somebody to take my bike away.  However, in the absence of that situation, the exchange prices will be positive, and so the effect of age (or mileage) on price is required to level out at some point.

Table 3 presents the mean values of price, age and miles sorted by model and whether the bike sold.  For example, there were 62 LT bikes, and those 62 had an average age of 4.85 years, average miles of 25,187, and an average ending bid price of $8,861.  The LT bikes were statistically younger (4.85 compared to 7.64), and statistically higher priced ($8,861 compared to $7,495).  There was no statistical difference in the miles for the LT bikes compared to other models.  The bikes that sold averaged older (7.26 compared to 5.64), higher mileage (26,886 compared to 20,471), and lower priced, however these differences, between sold and not sold, were not statistically significant.

Price is determined by Age, Mileage, and Model

Because the price and age relation is apparently not linear, I pursue two alternative tracks to describing that non-linearity. First, I allow year-effect bonuses to be tacked onto the age.  The year-effect bonus seems to be important for the most recent six years. After that point, a linear age variable seems to work satisfactorily.  Second, I provide a single variable to represent age that turns age into a nonlinear variable.  The single variable is going to be an algebra transformation that makes a convex curve as age increases. These strategies are alternatives and both of these strategies allow non-linearity in the price/ age relation.

The price and miles relation is also not linear.  I’ll pursue a simpler strategy with miles, which I’ll discuss later.

Using year-effect bonuses

Table 4 presents the OLS results, using Price as the dependent variable and other variables as independent variables.  Age, miles, and model are significant variables affecting the price.  

I left out of the model whether the bike sold or not.  Initially, this seemed interesting, and I’m still shocked that most bikes don’t sell on ebay.  However, I wasn’t certain how to use the variable if it were to be significant.  The problem with the variable is that if I were to use it later to help predict bids, the variable would require knowing something about the ending results of the bidding before making the bid.  Initially, I had been thinking that a seller could use the reserve price to draw bidders to ever-higher bids. And that might be true.  In a reserve auction, a bidder is competing with both the other bidders and the seller.  The winning bidder must have made a bid that captures the object away from both other bidders and from the seller.  I envisioned that whether the bike sold or not would be a variable that represented something about the relation between the winning bidder and the seller.  In retrospect, I don’t believe I know much from looking at that variable.  Plus, whatever information is in the variable seems to be picked up by other variables in the model.  As a result, excluding the variable insignificantly changes the adjusted r-square.

It may seem backwards, but let’s start with model 3 in Table 4.  Model 3 uses individual year-effect bonuses to represent the non-linearity. The price prediction in model 3 is to start at $6,841, subtract $158 for every year old on the bike, subtract 2.7 cents per mile, add $835 if the bike is an LT, and add the correct bonus for the year.  For example, a 2003 LT with 1,000 miles would have an ending bid of $14,480; a 2000 LT with 10,000 miles would have an ending bid of $9,767; a 1995 LT with 10,000 miles would have an ending bid of $6,142.

I’ll provide a better sense of prediction accuracy later, but notice that the model sets a maximum price of $14,507 on a new, zero-mileage, LT.  The intercept of $6,841, plus the 2003 bonus of $6,831 and the LT bonus of 835, gives a bid of $14,507.  That price is considerably below the retail price, but to my mind lines up fairly closely to the actual bids for 2003 bikes, which averaged $13,900.  Those bikes with actual bids had some miles already on them, except the single zero-mileage bike.

The yearly bonuses seem to rank correctly.  The order of the bonuses by size is: 2003, 2002, 2001, 2000, 1999, and 1998.  The following three pairs of bonuses are significant drops from one year to the next: from 2002 to 2001, from 2001 to 2000, and from 1999 to 1998.  The following two pairs of bonuses are not significant drops from one year to the next:  2003 to 2002, and 2000 to 1999.   As a result, I can conclude that the bonuses are ranked in an intuitively pleasing order, and three of the five year-to-year drops are significant.

So, is this model any good?  The answer is, “it depends.”   The average price was $8,137, which is wildly high for some bikes and wildly low for other bikes.  One error metric for evaluating errors is the square of the difference between the actual price and the prediction.  Here’s a particular example.  There was a bike with an ending bid of $5,977.  Using just the average bid of $8,137 bid as the prediction, the squared difference for this observation is 4,665,600 (=(8,137 – 5,977)2).  By knowing more information about the bike, like that this bike was a 1998 with 54,000 miles and it was not an LT, plus the coefficients from the model, I could predict a price of $5,913.  The squared difference is now reduced to 4,096 (=(5,913-5,977)2).   That’s a pretty dramatic reduction in the error metric.

The r-square is a measure of the reduction in squared difference as a result of using the model.   Over all the observations, this model reduces the squared differences, compared to just using the average, by 91.6 percent. So, compared to just using the average, the model is pretty good.  At least coming from my background it’s pretty good.

The bad news is that it’s pretty crude to use the average as a prediction baseline against which to compare the model.  Not many people will be impressed at my ability to build a model that beats using the average.  In fact, there are probably some expert bike traders who can use other variables like some I listed in the “points to keep in mind” section, and a big dose of intuition, to make even better predictions than this model.  Plus, even using the model there are patient people who will never pay the predicted price.  These predictions have distributions associated with them.  Patient people can systematically wait until the right bike shows up at an amount below the predicted price comes along.  Finally, even a non-expert should not let this model pressure them/me into doing something where a hunch says that something doesn’t look right.

Using a transformed age variable

In an effort to be parsimonious about the age and year-effects, I used a transformation to represent the decay in prices seen in Figure 2.  The results are in model 2.  Specifically, Transform_Age is 1/square root of age, except when age is zero.  Transform_Age is 1.01 in that case.  The amount 1.01 fits the 2003 prices pretty well.  The resulting model that uses a single variable for age has an Adjusted R-square of 0.894.  I trust no one feels shy about calling foul on the ad hoc 1.01 value for Transform_Age.

Model 2 starts with a $2,536 base amount.  The age effect for a 4 year-old bike is to add $5,499 (=0.50 x 10,998), so that a 4 year-old bike has a total bid of $8,035, without considering a per-mile penalty and an LT effect.  A 9 year-old bike starts with a $2,536 base amount.  The age effect for a 9 year-old bike adds $3,666 (=0.33 x 10,998), for a total of $6,202, without considering mileage and an LT effect.

The total adjusted r-square is 0.916 for model 3 and 0.894 for model 2.  I’m a bit more fond of the parsimony in model 2 than the year effects in model 4, even with the fractionally less adjusted r-square.  Whether the 0.022 in adjusted r-square is important to you probably depends on your background.

Penalty for mileage

There’s a common effect between age and mileage.  This common effect is an artifact of using a cross-sectional data set.  If I were to take a single bike of a particular age and mileage and record the bid without selling it, quickly drive it some number of miles before it could age and offer it for bid again, I could identify the exact incremental effect of mileage on price for that bike.  Using a collection of bikes where older bikes also tend to have higher mileage results in a common effect that is part age and part mileage.  I’ll make some attempt to disentangle the mileage and age effect using the collection of bikes.  This will not be definitive, but will give a range of the estimated cost of adding miles to a bike.  Because this next section, Bandwith of the per-mile penalty, is a digression, feel free to skip directly to the Apparent per-mile penalty difference between old and new bikes section with no loss of continuity.

Bandwidth of the per-mile penalty  

Model 1 replaces the transformed age variable with the residual portion of the transformed age that is orthogonal to mileage.  The residual transformed age is the error portion of transformed age after regressing transformed age against mileage.  By using only the residual error between transformed age and mileage, I’ve captured only the information in the age variable that is unrelated to the information in the mileage variable.  All of the information in the mileage variable, including any age-related information is assigned to the mileage.  This places all of the common effect between age and mileage in the mileage variable.  

When I’ve done this, the coefficient on miles in model 1 is 10.9 cents per mile.  This compares to the coefficient in model 2 of 4.2 cents per mile.  The estimated common effect is 6.7 cents per mile (0.109 less 0.042).  As a result, the incremental per-mile penalty is somewhere between 0.042 and 0.109, for the average bike in the sample.

This exercise is interesting in the sense of providing an explanation of prices, and providing a bandwidth for incremental per-mile penalty.  It does not add to the prediction of prices.  As long as the information is picked up by some variable, from the prediction point of view, it doesn’t matter whether the variable is age or mileage. 

Apparent per-mile penalty difference between new and old bikes

While the previous exercise entertained me, perhaps a more useful project, from the prediction point of view, would be to excise the incremental effect of miles by allowing the mileage penalty to vary with age.  The intuition is that newer bikes are hit harder by miles than older bikes.  Feel free to agree or disagree with that, but I’m taking that tactic next.

I used bikes 3 or 4 years old to represent newer bikes and bikes aged 17 or 18 years old to represent older bikes.  I didn’t pick the brand new bikes because the markets for some things need “aging” before the prices settle down and become more consistent.  Maybe that’s an effect present in the market for bikes and maybe it isn’t, but those are the years I picked.

Table 5 shows the results of using the 56 bikes that fit the 3 and 4 years and 17 and 18 years category.   Older bikes would not use the Add’ll intercept and Add’ll coefficient on miles in arriving at the price.  Older bikes would have only the $3,701 intercept, a mileage penalty of $0.016 per mile, and a possible LT effect.  Newer bikes would have a starting point of $9,617 (=$3,701 + $5,916), a mileage penalty of $0.060 (= 0.016 + 0.044) per mile, and a possible LT effect.  The remarkable point about this model is that the t-statistic on miles for the older bikes, at –1.77, is not generally considered significant.  As a result, a formal statement might be that there is no conclusive evidence that miles has an effect on price for an old bike, although the maximum likelihood is that the penalty is $0.016 per mile.  On the other hand, there is clearly an effect of miles on price for newer bikes, and the penalty is $0.060 per mile.

Figures 4 and 5 show in pictures what Table 5 stated with numbers.  Figure 4 shows the drop in price for the set of bikes that were 3 and 4 years old.  Figure 5 shows the drop in price for the set of bikes that were 17 and 18 years old.  Using my Rorschach eyes, I would draw a bit steeper line through the data in Figure 4 than in Figure 5, representing more drop in price per mile for new bikes than for old bikes.

Here’s the misdirection part of this exercise: attributing the steepness to age is probably not correct, because the new bikes have fewer miles on them.  As a result, the non-linearity is probably simply related to the number of miles.  Bikes with few miles lose more value per mile than bikes with more miles.

The mileage penalty

If the mileage penalty is not really much related to age, then the problem is fairly simple.  I can provide breakpoints in mileage where the mileage penalty is allowed to increase or decrease.

Suppose I use 40,000 miles as the cutoff and allow different mileage penalties for miles less than 40,000 miles and miles greater than 40,000 miles. Table 6 presents the results.  Miles less than 40,000 miles cost a loss of value at the rate of 7.3 cents per mile.  Miles greater than 40,000 miles cost a loss of value at the rate of 1.7 cents per mile (-0.073 + 0.056).  I experimented with other single breakpoints in 10,000-mile increments, and 40,000 miles seems to maximize the statistics.  I did not consider multiple breakpoints.

Okay, I still have this nagging question about whether it’s miles or age.  What I really need is a lot of older, low mileage, bikes, so I can compare their bids with the new, low mileage, bikes. Or maybe I could find a lot of new bikes with lots of miles on them.  The question nags because the 40,000-mile breakpoint still sorts by age as well as sorting by miles.  Using a mileage breakpoint is still a combination age/miles variable.  The interaction between these variables means a coefficient is not, strictly speaking, the incremental effect of miles or age.

Here’s a consequence: the per-mile penalty cannot be directly compared across models.  Table 6 makes the claim that high-mile bikes lose value by a mere 1.7 cents per additional mile, when Table 4 argued that the average loss of value is 4.2 cents per mile.  However, because the breakpoint sorts by age as well as miles, it causes the coefficient on transformed age to shift from 10,998 to 10,331 as well as the coefficient on miles to shift.  As a result, comparing only the per-mile penalty across Tables 4 and 6 is a bit misleading.

Ultimately, allowing a breakpoint in the cost of miles adds only fractionally to the ability to explain bids.  The adjusted r-square moves from only 0.894 to 0.900.   By itself, that’s not worth fussing with, but the exploration of the effect of miles on prices has been entertaining, at least for me.  It is also probably more satisfying to most people to have a handle on the extent of non-linearity in miles-effect rather than have a nagging suspicion that something potentially important has been left out.

Buy-side bids versus market-clearing prices

There might be some question about the utility of a model built on buy-side bids.  Being able to predict the ending bid is obviously useful for a seller.  However, knowing the ending bid only helps a prospective purchaser to know what the likely ending bid will be.  It does not assure the prospective purchaser that the bike can be actually be purchased, because the reserve price may be higher than the ending bid.  As a result, model 2 is presented for the 50 bikes that actually sold.  Using the bikes that actually sold means I am using market-clearing prices in model 2, compared to just the buy-side offers in model 1.  My reaction is that the coefficients are pretty similar between model 1 and model 2 in Table 6.

The predictions

I am most fond of model 1 presented in Table 6.  As a result, I’ll use that model to make predictions.  Obviously, it’s circular to use an observation in estimating the model and then use the model to predict what the price would have been.  However, it generally provides only a small optimistic bias in stating the quality of the prediction (in my experience).   As a result, I proceed with the coefficients as estimated in Table 6 rather than a more formal process.

The average absolute value of the prediction error is $904.  The model errors ranged from one example where the model and the ending bid were $4.10 apart to a $3,451 ending bid that was higher than the model, and an ending bid that was $2,938 lower than the model.  The example of having an actual bid $3,451 over the predicted bid was the result of a 3 year-old bike that had only 458 miles.  The ending bid was $12,700 while the model predicted $9,249.  The reserve was not met in that instance!  The instance where the actual bid was $2,938 under the predicted bid was the result of a 1 year-old bike that had 8,400 miles.  The ending bid was $10,100 while the prediction was $13,038. This example also did not result in a sale.

Figures 6 and 7 illustrate the pattern of error for the age of the bike.  Figure 6 illustrates the absolute value of the error as a percentage of the price.  It appears that the percentage error is higher as the bike gets older.  This partly results from the older bikes having lower prices, so a dollar of error shows up as a higher percentage.  

Figure 7 illustrates the dollar amount of error graphed against the age.  A positive error in Figure 7 is where the actual bid exceeds the predicted bid. This graph seems to show that the size of the error is greater for newer bikes.  This may be the result of larger dollars involved with new bikes, so errors are going to represent more dollars.  In net, Figures 6 and 7 seem to show that newer bikes have smaller percentage errors in predictions, while they have larger dollar amounts of errors.   I leave it as an exercise for the reader to appreciate the implications of comparing Figures 6 and 7 with OLS assumptions.

Figure 8 shows the drop in prices over time of a hypothetical LT that is ridden the average of 3,667 miles per year.  At year thirteen the bike has blipped over 40,000 miles, and the mileage is subjected to a smaller penalty.  After 18 years, where the bike has 69,673 miles, the predicted bid is $3,655.

Figure 9 shows the graphical comparison of actual bid and predicted bids, while Table 8 reports the dollar amounts.  At about years 6 and 12, the predicted bid spikes above the actual bid, but in each case there is only a single bike involved.

While this information is not reported in any tables, I started tracking dealers late in the collection.  By dealers I mean that either the seller had other vehicles reported in their feedback section, and/or the ad stated that the sale was from a dealer.  There were 15 dealers out of 30 bikes when I started checking for dealers.  I did not notice any dealer selling more than a single bike, but I don’t guarantee that I would have identified it.  I was surprised that fifty-percent of the bikes were from dealers.

Epilogue --conclusion is too strong a term

I still hope my bike starts tomorrow morning, and for many mornings to come, because I’m not the next person in my family in line for a vehicle.   Nevertheless, the exercise I’ve gone through will help me organize my planning for the future.   I’ve produced a model that predicts and explains bids.  I can use this model to screen for bikes appropriate to me.

The model isn’t perfect. If I were going to do this again, I would keep closer track of the exact model of bike that was being offered, and perhaps keep closer track of some of the after-market add-ons like seats and electronics, and perhaps keep closer track of the source of the bike (like from a dealer).  These extra features of bikes may explain some of the mistakes in the model.   The premium I saw for the LT model is a composite of LTs that are standards and LTs that are customs.  A little closer track of the models might help.  I would also keep closer track of the bidding process by noticing who is bidding. 

Some of the surprises to me included that (1) most bikes don’t sell when they are placed on ebay, (2) that dealers were a large source of ebay bikes, and (3) that the mileage penalty was as non-linear as it was.  Regarding (3), the early miles that a bike is ridden seem to carry a heavy penalty.  Once a bike is seasoned, say around 40,000 miles, there is less penalty associated with additional miles.  Also, I found that prices are highly non-linear in age.  There is more drop-in-value of the bikes in the first few years, than in later years.  This is not surprising, and fits conventional wisdom. My contribution here is that I have provided specific estimates of the extent of drop-in-value.  

I had no preconceived idea of how closely I could come to predicting the prices. The average amount, $900 seems like a lot of error on average.  Suppose a potential buyer was trying to use my model to come up with a fair price to offer.  The seller could be legitimately skeptical of a model that averages a $900 error.  In many cases, $900 would be a deal-breaking amount.  And the $900 is an average.  The amount of error is higher for recent vintage bikes.  However, in my defense I would suggest that an adjusted r-square of 0.90 is pretty high for my line of work.

I presumed that age, miles, and model were the main features that a bidder would use to evaluate what the bike is worth. I mentioned some of the changes I might track if I did it again.  There are some other possible sources of credible evidence that the bike is in good condition for a given level of age and miles.  One example might be a claim that a dealer has always serviced the bike.  That claim might provide some credible evidence that the bike is in good condition.  Perhaps some bidders will value that claim.  Furthermore, bidders sometimes have different sets of evidence between bikes offered on ebay and bikes offered through other sources. For example, a local seller might have a reputation built up that makes claims that a bike is in good condition more credible than similar claims made on ebay.  These variations in evidence across sources of bikes could make comparisons of bikes fairly complicated.

The moral, like always, is that there is plenty of room for future research.

Happy riding!

